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Abstract—The time and frequency response of a FIR filter are vectors mapped by the DFT matrix. A new vector space can be defined by expressing the DFT matrix in terms of its spectral decomposition, and expressing the filter as a vector adjacent to the characteristic value matrix. For linear phase filters, all operations and characteristic values are real, and design constraints in the time and frequency domains have identical formats. Simple methods are given here for computing the orthogonalized characteristic vector matrix, which is used in transforming the design constraints and in computing the filter weights. The procedure is efficient enough to be useful on low cost personal computers.

Index Terms—FIR digital filters, Fourier transforms, linear phase filters, linear programming.

I. INTRODUCTION

FINITE impulse response (FIR) or convolution filters are used as windows for FFT’s and other purposes [1]. The relationship between the time domain response, or weights, and the frequency response is

\[ a = D \cdot h \]  

where the underlined small letters are vectors and \( D \) is the DFT matrix, properly normalized (see below). If there are \( N \) weights in the filter, \( D \) is order \( N \) or larger.

In the Remez exchange FIR filter design technique [2], [3], the filter design is characterized and designed as a polynomial in the frequency domain and the DFT is used to find the filter weights from the frequency response. This technique is known to provide good accuracy and efficiency and is useful for filters having a few hundreds weights.

A linear programming problem is one in which a solution vector is defined in terms of optimization of a cost function subject to a set of constraints or inequalities. The cost function and the inequalities are defined in terms of linear combinations of the parameters in the solution vector. FIR filters can be designed in this way [4, 5], using rows from the inverse of equation (1) as constraints on the impulse response. Frequency domain constraints are applied directly, and a DFT is used to find the weights. The linear programming approach is noted for less efficiency than Remez exchange, and large FIR filters are rarely designed this way.

Simultaneous time and frequency domain constraints in digital filter design have been investigated [5], and the linear programming approach lends itself easily to this. A very real advantage is realized when filters are designed in this way, because designs are realized which achieve lower overall processing losses for a given filter complexity.

A third avenue is presented here for the first time. The DFT matrix is factored,

\[ D = V \cdot L \cdot V^T \]  

where \( V^T \) is the transpose of \( V \) (and also its inverse) and \( L \) is a diagonal matrix. Given this factorization of the DFT matrix, the filter can be characterized as a vector \( s \) given by

\[ s = V^T \cdot h = L^* \cdot V^T \cdot a \]  

where \( L^* \) is the complex conjugate of the diagonal matrix \( L \) (and its inverse). In this vector space, constraints on \( a \) and \( h \) are posed in the same format.

II. LINEAR PROGRAMMING

Posing FIR filter design as a linear programming problem consists of defining a cost function vector \( c \) and a constraint matrix \( A \) and vector \( b \). The constraints and cost function \( J \) are defined by the linear relationships

\[ A \cdot s \leq b \]

\[ J = c^T \cdot s \]  

The rows of (2.1) can be found by taking rows from the equations

\[ a = V \cdot L \cdot s \]  

and

\[ h = V \cdot s \]  

An efficient, accurate linear programming method is to use a variation of the Simplex method [7], [8] roughly following [7], but using Householder transformations to triangularize the matrices involved instead of Givens rotations. The algorithm is customized for FIR filter design by other modifications. For example, the cost vector \( c \) can be made adaptive to minimize the number of nonzero weights in \( h \) by using

\[ J = c^T \cdot V^T \cdot h \]  

and defining the equivalent cost vector

\[ \bar{c} = V \cdot c \]  
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to force the solution to be favored which uses a smaller number of weights. This is done by defining the elements of $c'$ as having the sign of the corresponding element of $b$, and having a magnitude which increases as the distance from the center of the filter increases. Another important custom feature is used to define the bracketed limits expressing the filter specifications. Specifications for stopband attenuation, passband ripple or scalloping loss, and time domain scalloping loss all have the same form:

$$\left| d^t \cdot s - b \right| \leq d$$

(2.6)

where $d$ is a vector of small values expressing stopband leakage ($b=0$ for stopband leakage), passband peak to peak ripple, or time domain scalloping loss. An efficient, trouble-free way to place these conditions into the linear programming generic format is to define two sets of slack variables $xs1$ and $xs2$ and use the equations

$$\begin{align*}
d^t \cdot s + xs1 &= b - d \\
xs1 - xs2 &= 2 \cdot d \\
xsl1 &\geq 0 \\
xsl2 &\geq 0.
\end{align*}$$

(2.7)

(2.8)

(2.9)

III. FACTORING THE DFT MATRIX

The DFT matrix is here defined to be the symmetrical complex matrix

$$D = \frac{1}{r} \left[ \exp \left( j \cdot \frac{2\pi \cdot p \cdot q}{N} \right) \right] \tag{3.1}$$

where $j$ is the unit imaginary, $p$ and $q$ are the row and column indices, $N$ is the order of the matrix, and $r$ is the square root of $N$. With this normalization, the DFT matrix is complex, symmetrical, unitary, and, without the division by $r$, is a Vandermonde matrix [9]. A Vandermonde matrix is of the form

$$\begin{bmatrix}
(t_i)^{j-1} \
\end{bmatrix}. \tag{3.2}
$$

Vandermonde matrices have been extensively studied as they result when polynomial fits are computed. This is no coincidence, as the inverse DFT can be interpreted as the result of solving for the frequency response function as coefficients of a polynomial in $z$, where the polynomial is fitted for $N$ values of $a(z)$ spaced evenly around the unit circle. The determinant of the Vandermonde matrix is well known [9]. The determinant of $D$ is

$$|D| = \frac{1}{N^{N/2}} \cdot \prod_{k=1}^{N/2} \left( \exp \left( -j \cdot \frac{2\pi \cdot k}{N} \right) - \exp \left( -j \cdot \frac{2\pi \cdot i}{N} \right) \right). \tag{3.3}$$

This equation and the property that the determinant of a unitary matrix has a magnitude of one lead to the expression

$$|D| = \exp \left( -j \cdot \frac{2\pi}{8} \cdot (N-1) \cdot (3 \cdot N - 2) \right). \tag{3.4}$$

A very simple equation can be used to draw a very general conclusion about the characteristic values of the DFT matrix. Specifically,

$$D^2 = E \tag{3.5}$$

where the real, symmetric matrix $E$ contains a 1 in the first row and column position, ones in positions where the sum of the row and column indices is $N + 1$, and zeros elsewhere. In addition,

$$D^4 = E^2 = I \tag{3.6}$$

so that $E$ is its own inverse. Equation (3.6) also proves that all the characteristic values of $D$ are fourth root of $+1$. The characteristic vector matrix of $D$ must follow the format

$$D \cdot V = V \cdot L \tag{3.7}$$

where $V$ is a matrix whose columns are characteristic vectors and $L$ is a matrix containing characteristic values of $D$ on the main diagonal and zeros elsewhere. Equation (3.6) can be written as

$$D^4 - L' = D - L \tag{3.8}$$

which, with the polynomial factorization

$$\begin{bmatrix}
x^4 - y^4 \\
\end{bmatrix} = \begin{bmatrix}
x + y \\
x^3 + x^2y + xy^2 + y^3 \\
x^3 + y^3 \\
\end{bmatrix} \tag{3.9}$$

suggests the form

$$D^4 - L' = D - L = D \cdot (Q + I) - (Q + I) \cdot L \tag{3.10}$$

where $Q$ is given by

$$Q = I + D \cdot L' + D^2 \cdot L' + D^3 \cdot L. \tag{3.11}$$

Equation (3.7) suggests the equivalence

$$\begin{bmatrix}
V \\
\end{bmatrix} = \begin{bmatrix}
1 \\
4 \\
1 \\
\end{bmatrix} \cdot \begin{bmatrix}
(I + D \cdot L' + D^2 \cdot L' + D^3 \cdot L) \\
\end{bmatrix} \tag{3.12}
$$

as a candidate for a matrix containing some characteristic vectors. The factor of $1/4$ is an arbitrary normalization chosen for later convenience.

Equation (3.12) will yield a $V$ matrix which satisfies (3.7) so long as the diagonal elements of $L$ are fourth roots of $+1$. If they are all the same root, $V$ cannot be full rank for $N > 1$. However, the $V$ matrices thus found do span the characteristic vector space for any one characteristic value. Any characteristic vector $\chi$ of $D$ satisfies

$$D \cdot \chi = e \cdot \chi \tag{3.13}$$

where $e$ is a fourth root of $+1$. Then, if $V$ is computed from (3.12) using

$$L = e \cdot I, \tag{3.14}$$
then
\[ V^T \cdot x = x. \] (3.15)

A process very similar to that shown above establishes that characteristic vectors corresponding to different fourth roots of +1 are orthogonal.

If the subscripts 1, 2, 3 and 4 are used for +1, -j, -1 and +j respectively, the characteristic vector matrices can be written as

\[
\begin{align*}
V_1 &= \frac{1}{4} (I + E) + \frac{1}{2} \cdot C, \text{ rank is } N + 4 \\
V_2 &= \frac{1}{4} (I - E) - \frac{1}{2} \cdot S, \text{ rank is } N + 2 \\
V_3 &= \frac{1}{4} (I + E) - \frac{1}{2} \cdot C, \text{ rank is } N - 1 \\
V_4 &= \frac{1}{4} (I - E) + \frac{1}{2} \cdot S, \text{ rank is } N + 1
\end{align*}
\] (3.16)

where \( C \) and \( S \) are the real and imaginary parts of the DFT matrix,

\[ D = C - j \cdot S. \] (3.17)

Note that (3.16) shows that all of the \( V \) matrices are real and symmetrical. Pure real numbers are important in practical applications because it means that involvement with the \( V \) matrices does not automatically make complex arithmetic necessary. It is also important to note that \( V_i \) and \( V_j \) are characteristic vectors of \( C \) as well as \( D \), and that \( V_2 \) and \( V_4 \) are characteristic vectors of \( S \) as well as \( D \). This is used to establish the ranks of the \( V_i \) as the number of distinct columns of \( C \) and \( S \). The ranks can also be established from the fact that the ranks are nondecreasing with \( N \) and the determinant of \( D \) as a function of \( N \) given by (3.4). Furthermore, it can be seen from (3.13) and (3.15) and the fact that each row and column of \( V \) satisfies these equations that

\[ (V_i)^2 = V_i, i = 1, 2, 3, 4 \] (3.18)

so that each of the \( V \) matrices is its own characteristic vector matrix. This is important in the process of orthogonalization and normalization. Orthogonalization and normalization are necessary because, while the columns of each of the four \( V \) matrices are orthogonal to the columns of all the other \( V \) matrices, they are not necessarily orthogonal to each other; the fact (3.18) shows that they are definitely NOT orthogonal to each other, and in addition that their lengths are not 1.

The ranks of the \( V \) matrices can be determined by a count of the corresponding characteristic values. In addition, it can be seen from (3.12) that each of the columns of that equation can be considered separate equations. Which columns to select when synthesizing the final \( V \) matrix from the \( V_i \) can be determined from the following properties:

(a) The columns of \( V_i \) and \( V_j \) exhibit even symmetry about column \( N/2 \) for even \( N \), or about the equal columns \((N-1)/2 \) and \((N+1)/2 \) for odd \( N \).

(b) Columns 1 and (for even \( N \)) \( N/2 \) of \( V_i \) and \( V_i \) are zero, and the columns of these matrices exhibit odd symmetry about the center column or columns.

(c) Of the remaining approximately \( N/2 \) columns, only approximately \( N/4 \) are distinct, but any of them can be used with Gram-Schmidt orthogonalization to form a basis set which spans the characteristic vector space.

So, when the \( V \) matrix is formed from the \( V_i \), only vectors from the first half of the matrices are used, and the first and center column (if any) of \( V_2 \) and \( V_4 \) are avoided.

One last very important fact about orthogonalization and normalization of \( V \) follows from (3.18). Gram-Schmidt Orthogonalization uses dot products of the columns of the matrix to determine weights which are then used to add a column to other columns to produce orthogonal column vectors. Equation (3.18) shows that these dot products can be taken as elements of the matrix and need not be computed. Furthermore, careful investigation of the Gram-Schmidt orthogonalization process shows that this property is not destroyed by the orthogonalization process. This also implies that the dot products required for normalization of the vectors to length 1 can also be found from the diagonal of the orthogonalized matrix and also need not be computed. This makes the orthogonalization and normalization of \( V \) very simple and efficient.

IV. REMEZ EXCHANGE

The Remez exchange approach [2], [3] can be used if the filter can be characterized as a polynomial in the \( \xi \) vector space, and the design constraints from both the time and frequency domains can be mapped to the \( \xi \) vector space. The key point is that the filter must be characterized as a polynomial. This is natural for the relationship between the filter weights \( h \) and the frequency response \( g \) given in (1.1) because, as stated above, computing a DFT can be interpreted as a polynomial fit computation. At this time, a polynomial formulation in the \( \xi \) domain has not been formulated. However, if the filter is characterized as a polynomial in the frequency domain, time domain constraints can be mapped to the frequency domain using the inverse of (1.1) and used as part of the Remez cost function. A real cosine transform or the factorization of the DFT matrix given above can be used to avoid complex arithmetic.

V. CONCLUSIONS

Results at this writing are conclusive in that the \( V \) matrix can be efficiently and accurately computed as given above,
and that the linear programming method outlined can be used to successfully design FIR filters. Implementation of the method given here benefits from ongoing work by others [9], [10].

Plots showing the relative speed and accuracy of direct use of linear programming versus the application of the same linear programming methods in z space will be shown at the presentation. The method will also be compared with the Remez exchange method when only frequency domain constraints are applied. Listings of the key implementations will be made available as the work progresses.
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